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Integrability

For the autonomous ODE system

dX,'

dt:¢i(x1a"'axn)7 i:1a"'ana
the full derivation of the first integral Ic(x1, ..., Xx,) equal zero along the
trajectory in phase space of that system
d k(X1 ..., Xn) —0, k=1...m
dat dx

dt :¢f(X1 ,...,Xn)

@ The system can have m first integrals. System is called integrable
if it has enough numbers of the integrals.

@ For integrability of an autonomous two-dimensional system, it is
enough to have a single integral.
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Example
@ Let us see the harmonic oscillator

x(t) +wh - x(t) =0
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Example
@ Let us see the harmonic oscillator

x(t) +wh - x(t) =0
@ This is equivalent to the notation

{ x(t) = y(1),
y(t) = = - x(1).

V. FE. Edneral SINP MSU

QOctober 20, 2022 3/56



Example
@ Let us see the harmonic oscillator

x(t) +wh - x(t) =0

@ This is equivalent to the notation

{ x(t) = y(1),
y(t) = = - x(1).

@ The first integral is

I(x(1), y (1)) = X*(t) + y() /w5
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Example
@ Let us see the harmonic oscillator

x(t) +wh - x(t) =0

@ This is equivalent to the notation

x(t) = y(1),
{ (1) = —u2 - x(t). (1)

@ The first integral is

I(x(1), y (1)) = X*(t) + y() /w5

@ Its full derivation in time is

w = 2x(1)x(1) + 2y (1) /e = 2x(D)y (1) — 2x(1)y(1) = O
due to (1).
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Solution

Of constancy of the first integral

I(x(1), y(t) = CF,

we have

y(t) = /w3 - (G — x¥(1)).
By substituting y(t) in system (1) we get

o = Ve (@ x),

or
dx(t)

\/01?)(2(1‘) =wp - dt, i.e. arcsin(x(t)/Cy) =wp-t+ Co.
Finally we get  x(t) = Cy -sin(wp - t + Cy).
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@ Integrability is an important property of the system. In particular, if
a system is integrable then it is solvable by quadrature.

@ The knowledge of the integrals is important also at the
investigation of a phase portrait, for the creation of symplectic
integration schemes e.t.c.
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Problem

@ Generally, integrability is a rare property.
@ But the system may depend on parameters.

@ Our task here is to find the values of system parameters at which
the system is integrable.

@ To solve this problem, we try to use the local analysis. It studies
the behavior of a system in a neighborhood of a point in phase
space.
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Polyanin, Zaitsev 2003
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[2:2.3-2. Solvable equations and their solutions.

1.yl +y+ay’=0.
Duffing equation. This is a special case of equation 2.9.1.1 with f(y) =-y - ay’.

£f(ci-

The period of oscillations with amplitude C is expressed in terms of the complete elliptic

1°. Solution: ™
Lay') P dy+Co

integral of the first kind:
4 aC? /2 dt
—— K= where K(m)= —
V1+aC? (2+2a0 ) /u VI-msin’t

2°. The asymptotic solution, as a — 0, has the form:
y=Cieosl(1+FaChz + Cal + 4aCf cosl3(1 + $aCia + 3Ca] + O,

where C, and C; are arbitrary constants. The corresponding asymptotics for the period of
oscillations with amplitude C s described by the formula: T = 2m(1 ~ aC?) + O(a?).

2.yl +ayy, +by ey =0.
The transformation w(z) = y}, =

, 2% c
wwl, —w=——z+ 2.
- a” a

ay® leads to an Abel equation of the form 1.3.1.2:

3.yl =(ay +3byy, +cy’ - aby? - 2b%y.
The substitution w(y) =y, leads to an Abel equation of the form 1.3.3.1:

ww), = (ay + 3b)w+cy’ - aby® - 26%y.

4. Y2, =Qay+ byl -a’y’ - aby +cy.
The substitution w(y) = y/, leads to an Abel equation of the form 1.3.3.2:

wiel, = (Bay + by - a’y® ~ by’ + cy.

5. 2yl =(Tay +5b)y,, -3a’y® - 2cy® - 3b%y.
The substitution w(y) =y, leads to an Abel equation of the form 1.3.3.3:

2ww), = (Tay + Shyw - 3a’y* - 2cy® - 3b%y.
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Local integrability
We consider an autonomous system of ordinary differential equations

dXi/dt(iéin:¢i(X)7 i=1,....n, (2)

where X = (x1,...,x,) € C" and ¢;(X) are polynomials.

In a neighborhood of the point X = X°, the system (2) is locally
integrable if it has there sufficient number m of independent first
integrals of the form

Ik(X):ak(X)/bk(X), k:1,...,m,

where functions a,(X) and bk (X) are analytic in a neighborhood of this
point. Such I(X) are called the formal integral.

Otherwise we call the system (2) locally nonintegrable in this
neighborhood.
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Resonance normal form

@ The resonance normal form was introduced by Poincaré for the
investigation of systems of nonlinear ordinary differential
equations. It is based on the maximal simplification of the
right-hand sides of these equations by invertible transformations.

@ The normal form approach was developed in works of G.D.
Birkhoff, T.M. Cherry, A. Deprit, F.G. Gustavson, C.L. Siegel, J.
Moser, A.D. Bruno and others. This technique is based on the
Local Analysis method by Prof. Bruno [Bruno 1971, 1972, 1979,
1989].

V. FE. Edneral SINP MSU October 20, 2022 10/56



Multi-index notation

Let’s suppose that we treat the reduced to a diagonal polynomial

system near a stationary point at the origin and rewrite this
n-dimension system in the terms

= XNixi+x Y figxd, i=1,....n,
qenN;

where we use the multi-index notation

n
q: -q.
X3 =[]
J=1

with the power exponent vector q = (g1, - .., qn)
Here the sets:

Ni={qeZ":q>—-1andq>0,ifj#i, j=1,...,n},

because the factor x; has been moved out of the sum in (3).
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Above we assumed that the origin is a stationary point. Otherwise, we
must use shift.

We supposed also that the linear part of the system have been
reduced to the diagonal form. Note that there exist general formulas
for the Jordan case of the linear part but we do not need to use the
general case in this report.
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Normal form
The normalization is done with a near-identity transformation:

X = Zi+ 2z Zh,-nzq, i=1,...
qeN;

,n (4)

after which we have system (3) in the normal form:

2i:)\izi+zi Z gi,qzq7 i = 17"'7”7 (5)

(q,L) =0
qenN;

where L = {)\q,..., Ap} is the vector of eigenvalues.

Theorem (Bruno 1971)

There exists a formal change (4) reducing (3) to its normal form (5). J
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Resonance terms

@ The important difference between (3) and (5) is a restriction on the
range of the summation, which is defined by the equation:

(@.L) => gy = 0. (6)
j=1

l.e. the summation in the normal form (5) contains only terms, for
which (6) is valid. They are called resonance terms.

@ We rewrite below the normalized equation (5) as
zi = \izi + zi9i(2), (7)

where g;(Z) is the re-designate sum.
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Note, if the eigenvalues are not comparable then condition (6) is never
valid at any components of the vector q, because they are integer.

For example such situation takes place if A1 = 1, \» = v/2. In that case
the equation (6) has no solutions, gi(Z) = 0 and the normal form (5),
(7) will be a linear system.
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Phase Space near Stationary Points
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Calculation of the normal form

The h and g coefficients in (4) and (5) are found by using the recurrent
formula:

Jiq+(a,L) ,q—Z Y B+ ) hip-Gir+ Pig, (8)
= p+r=q
parGUiM
qenN,

For this calculation we have two programs.
@ in LISP [Edneral, Khrustalev 1992]

@ in the high-level language of the MATHEMATICA system
[Edneral, Khanin 2002].
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Conditions A and w

There are two conditions
@ Condition A. In the normal form (5)

9i(2) = na(Z) + A\jb(2), j=1,...,n, (9)

where a(Z) and b(Z) are some formal power series.

@ Condition w (on small divisors) [Bruno 1971]. It is fulfilled for
almost all vectors L. At least it is satisfied at rational eigenvalues.

Theorem (Bruno 1971)

If vector L satisfies Condition w and the normal form (5) satisfies
Condition A then the normalizing transformation (4) converges.

V. FE. Edneral SINP MSU October 20, 2022 18/56



Local integral

Consider the case of a [N : M] resonance in the two-dimension
system. The eigenvalues here satisfy the ratio N- A\ = —M - s and
from the condition A (9) we have

91(2) = Ma(Z) + Mb(2),  g2(Z) = Xea(Z) + Aab(Z),

ie. N-g1(Z2) = —M-go(2).
The normalized system (7) can be conditionally rewritten as

d log(z d log(z
N | g2y, w19 g z).
log(zN . zM
So, dOg((j;ZQ):00rz1N-z£V’:COﬂSt.

It is the first integral.
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Near a stationary point the condition A:
@ Ensures convergence;
@ Provides the local integrability;

@ |solates the periodic orbits if the eigenvalues are pure imagine.

Note, that the local integrability condition above works in the
multidimensional case also.
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Hypothesis

We are looking for integrability in some domain of the phase space.
We will demand local integrability at all relevant stationary points of the
system with resonant linear parts to fulfill this.

Note that the condition A has been satisfied at all other points, so that
local integrability already holds there.

Hypothesis

Local integrability in a neighborhood of each point of some region of
the phase space is necessary for the existence of the first integral in
this region.
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Necessary condition

@ The necessary condition of local integrability the condition A is an
infinite system of algebraic equations in the system parameters.

@ Each subsystem of the condition A will be the necessary condition
of the local integrability also. We can calculate such finite
subsystem by the CA program.

@ So, we will have the necessary condition of local integrability as a
finite system of algebraic equations in the system parameters.
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Scheme

Any system is locally integrable in neighborhoods of regular points of the
phase space and locally integrable in all cases of stationary points, except of
resonant ones. Therefore, our approach requires the study of the local
integrability at all stationary points of the region under study only.

@ We choose the stationary point;

@ We impose restrictions on the parameters of the system, making
the chosen stationary point "resonant”. If this is not possible, we
cannot draw any conclusions about integrability, such point is
useless for us.

@ At this resonant stationary point we calculate the normal form till
some fixed order, create and solve the truncated condition A as a
system of algebraic equations in the parametric space. If we have
several resonant stationary points then we should unite
corresponding systems of equations. As alternative we can solve
this system for one point and check solutions at other points.

@ For found parameter values we try to calculate the global integrals.
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Problem

We will illustrate our method on the example of the generalization of
the system [Lunkevich, Sibirskii, 1982]

X=y+2xy, y=-X—-xX2+xy+y?

This system is integrable in semi-plane x > —1/2 and not integrable at
x < —1/2.

It's first integral is

2arctan ( X224
((x+ 12 = (x+ 1)y +y?) exp (—W)

/(va):

2x +1
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Lunkevich, Sibirskii, 1982

[Lunkevich, Sibirsl & =y + 22y, §=—2 — z? +zy + yz,
|2

1982].
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We parametrized this system in the form

X= y+aix?+ axy+ asy?, (10)
Yy = —X+ bix2 + boxy + bsy?.

Here ay, a», as, by, bo, bz are real.
The problem is to obtain restrictions on the parameters from the

condition of local integrability at the stationary point in the origin. Then
we try to construct the corresponding first integrals.
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Condition of the local integrability

We calculated the normal form for the resonance [1:1] by the
MATHEMATICA program [Edneral, Khanin, 2002] till the terms of eight
order and got the necessary condition of local integrability as four
algebraic equations on the parameters. The first two are

ai(a — 2by) + aqas + 2asbs — biby — babs = 0,

48:13(532 —10b; — gbs) + %(32(4033 — bz) — 4a3(b1 + 5b3) + 2b2(9b1 + 5b3))+
ai(5a — a5(9bs + 13bs) + ax(40a5 + 18azb, — 1862 — 8bybs — b5 — 10b5)+
2022(by + 2b3) + 8agba(by + bs) — 40b3 — 40b2bs + 9by b3 + 20b1 b2 + 13b3bs+
36b3) + 5adas + a5 (ba(br + bs) — as(5by + 9b3)) + ax(20a3 + 19a3b,—

as(10b% + 8by by + b3 + 18b3) + ba(—19b5 — 18b1bs + b3)) + 40a3bs+
10221 b + 18a3babs — 20asbibs + 5asbs b3 + 4asby b3 + 9asbibs + 40asbi —
20b3by; — 40b2bybs — 5by b3 — 40by bob? — 5b3b; — 20b2b3 = 0,
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Solutions of the Condition

The MATHEMATICA-11 solver gives 3 subsolutions of the first equation
ai(a — 2by) + agag + 2azbz — byby — bobz = 0.

They are
{31 — _b2/27 as — b2/2}7

{as = by/2,by — ap/2},

{bS N —a1a2+2g1at3h_ a2a3+b1b2}
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We substitute each ot these subsolutions into the remaining 3
equations and solve them by the MATHEMATICA-11 solver.

For example, for the subsolution {a; — —b»/2, a3 — by/2} we get

{ai — 0}, {bs = —%},{bs = —b1},
{2 — —2b3, by — —bs},
{a; — —%\/—235 +7apbs — 363, by — §(a2 — 3bs)},

{ar — %\/—2&‘3 + 7axbs — 3b5, by — £(az2 — 3bs)},

and so on.

Below we omit the solutions with roots.
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The first case above is
{31 —0,a1 — —b2/2, as — b2/2}.

It is equivalent to
{31 —0,a3 — 0,b2 — 0}

The corresponding case of the system (10) is

X= y+axy,
Y = =X+ bix? + bgy?.

It has the first integral

_2by
I(x,y) = (aex+1) 2= (bsx(2(az + by — b3) — by(az — 2b3)x)+
bs(a> — bs)(az — 2bs)y? + ax + by — bg).

a», by and bz here are arbitrary parameters.
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Difference of the integrable case

9 wxhMaxime 20.06.6 [ LunkevichNonawem ]

Ouiin Mpaore Swa Mone Marima Yposnerus Awesps Ananis Ynpocrums Crcor TpoduenUncnennuepacséra Crpasra
ODw> s P [ A & oo |poem =~ —
4 Lunkevich System;

X'=y +al*x"2 + a2x"y + a3'y"2

¥ =% + bI"x*2 + b2*x"y + b3'y*2

E(%s"; load(dynamics)

C:/maxima-5.44.0/share/maxima/5.44.0/share/dynamics/dynamics.mac

V' (%i13) a1:1$a2:15a3:1$b1:15b2:1$b3: 1$
sol : rk([y + a1*x"2 + a2*x*y + a3*y"2,
-X +b1*x"2 + b2*x*y + b3*y"2],
[x.y], [0,0.1],[t, 0, 1000, 0.05])$
len : length(sol)$

xg:makelist(sol[K][1].k,1,len)$
yg:makelist(sol[K][2].k,1,len)$
zg:makelist(sol[k][3].k,1,len)$

wxplot2d ([discrete, yg, zg]);

015
2015 01 008 0 005 01 015
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Non-integrable case

0 wxMaxima 20.06.6 [ LunkevichNon.wxm ]
Oaiin Mpsexa Bua Mone Maxima Ypsswewws Anrebpa Awanvs Ynpocrs Crucok [paguc Hcrewwsie pacuen

(W2EG~ DEERO [+32Mal~
L

4 al:1$a2:15a3:1$b1:1$b2:15b3:28
sol : rk([y + a1*x"2 + a2*x*y + a3*y"2,

=X +b1™X"2 + b2*X"y + b3*y"2],

[x,y1, [0,0.11,[t, O, 1000, 0.05])$

len : length(sol)$
xg:makelist(sol[K][1],k,1,len)$
yg:makelist(sol[k][2].k,1,len)$
zg:makelist(sol[k][3].k,1,len)$
wxplot2d ([discrete, yg, zg]):

015 T T T T T
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Calculation of the first integrals

An autonomous second order system can be rewritten as a
non-autonomous first order equation. Let

dx(t) dy(t) _
g1 = PX@O.y(0), =577 = Qx (), y(1).

We divided the left and right hand sides of the system equations into
each other. In result we have the first-order differential equation for
x(y) or y(x)

dx(y) _ Px().y) . dy(x) _ Qx,y(x))

dy  Qx()y) dx — P(x.y(x))

Then we solved them by the MATHEMATICA-11 solver and sometimes
got the solution y(x) (or x(y)). After that we calculated the integral
from this solution by extracting the integration constant C[1].
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Results
We have got
1) x= y+axy,
y: _X+b1X2+b3y27
2b.

I(x,y) = (@ox + 1) % (bsx(2(a@ + by — bg) — by (ap — 2b3)x)+
bs(az — bs)(az — 2b3)y? + az + by — bg);

2) x= y+a+axy—ay?
¥y =—x+bix% —2a1xy — tay?,
I(x,y) = —6a1x?y + 2a1y® — By?(axx + 1) + x*(2byx — 3);

38) Xx= y+ax’>+ axy —a1y?,

Yy =X+ Yax® —2a;xy — 3ay?,
I(x,y) = x*(2ary + 1) — 2a1y® + apxy? — Japx® + y?;
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4) x= y+ asy?
y =—X+ 233Xy’
I(x,y) = 2asy(asy + 3) + 3log(1 — 2asy) — 4a2x?;
5) x= y+axy+ B0
(BB
Y = =X+ baxy + Sepe
I(x,y) = ap(log(—2azbzy(ap + bBx) + 2ap(a + b3X)+
b3(az — bz2)(az + b2)y?) + bay) — bix;

6) X= y+apxy— boy?,

¥ = —X— apx?+ boxy,
I(x.y) = x2+y?
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7) X= y+ax®+axy—ay?
y = —x+ byx? — 2a;xy — by y?,

I(x.y) = fxm’(;(z+yxy+b‘ydx where
R(x,y) = —1 — x(—=3a%x + ap(—1 + b1x)? + b1 (-2 + x(bs + 2a5x)))+

aix(—ap + 2by + 6a3x + 3axbiX)y + (bi(az + b1)(1 + axx)+
& (3 +2(az + bi)x))y? — ai(2a + axbr)y°.

Many thanks to M.V. Demina for this case.
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Liénard equation

We will check the method on the example of the Liénard-like equation
x = f(x)x + g(x), (11)

Here we assume that f(x) and g(x) are polynomials. Usually, the
Liénard equation assumes that f(x) is an even function and g(x) is an
odd function [Lienard 1928]. We do not assume a certain parity for
them, so we are talking about the Liénard-type equation.

Many famous equations are partial cases of this one, for example

X+ x =ex® — Duffing’s equation,

X+e(x>—1)x+x=0 - vander Pol's equation.
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Van der Pole >0

v Van-der-Pol's equation
X" +e(x"2-1)x +x=0,

x'=y,
¥ =x-e(x"2-1)y.

(%i1) load(dynamics);
C:/maxima—5.44.0/share/maxima/5.44.0/share/«

V(%ig) e:t:
sol : rk([y, -x-e*(x2-1)*y],
[x,yl, [0.1,0] [t 0., 100., 0.05])$

len : length(sol)$

xg:makelist(sol[k][1],k,1,len)$
yg:makelist(sol[k][2] ,k,1,len)$
zg:makelist(sol[k][3] k,1,len)$

wxplot2d ([discrete, yg, zg]);
1
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Van der Pole >0

V7 (%i15) a:1;
sol : rk(ly, - x-a*(x*2-1)*y],

[x,yl, [2.4, 0], [t, 0., 100., 0.05])$
len : length(sol)$
xg:makelist(sol[k][1],k,1,len)$
yg:makelist(sol[k][2],k,1,len)$
zg:makelist(sol[k][3],k,1,len)$
wxplot2d ([discrete, yg, zg]);

1
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Vander Pole <0

V7 (%i22) a:-1;
sol : rk([y, -x-a*(x"2-1)%],

[x,y], [0.1, 0., [t, 0., 100., 0.05])$
len : length(sol)$
xg:makelist(sol[k][1],k,1,len)$
yg:makelist(sol[k][2],k,1,len)$
zg:makelist(sol[k][3],k,1,len)$
wxplot2d ([discrete, yg, zg]);

-1

V. FE. Edneral SINP MSU October 20, 2022 40/56



We parametrize equation (11) as the dynamical system

X=y (12)
y = (ap+ aix)y + byx + box® + byx3®

here parameters ay, a1, by, bo, bs are real.
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Resonant Case of the System

The simplest (but not the only one) possibility to satisfy the resonance

conditions is to fix the parameter by in system (12).

The matrix and of the linear part of system (12) and its eigenvalues

A2 are
( 0 1 > { M =1 (a0~ /a3 +4br)
b 20 )" | da=1(a0+ /B +abr)
The condition of the resonance (1: M)is Ay = —M - Xo. ltis
ap =0, if M =1
{ by = (aﬂ/gz, if M £ 1
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So, we should consider the system

X=Yy
{Y=a1XY+b1X+b2X2+b3X3 ’
or

X=Yy
{y (ao+a1x)y+(M 12x+b2x2+b3x3 ’

V. FE. Edneral SINP MSU
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Conditions of the Local Integrability at M = 1

We calculated the normal form for the system (14) at M = 1 till the 8
order and get the condition A as the system of four equations in the
parameters of the problem (12)

ajbib, =0,
51840a; b8 by(5a2 by + 39by by — 2063) = 0,

90a4 b3 by (2197a% b2 + aiby (31962b1 by — 18881b2) + 113157b2b3 — 159348b4 b3 by +
Y (15)
4123665) = 0,

ayb(16507925b3 + 3a?b?(1182079by by — 403371b3) + 342 by (822282355 b5 —
8332361b bgby + 814814b3) + 54802575b3b3 — 128936610b5b3b3 + 62067540b; by by —
7371160b5) = 0.

Note that adding equations from higher orders of the normal form can
not increase the set of solutions.
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The solver of the MATHEMATICA-11 system gives for (15) two
solutions a; — 0 or b, — 0. The corresponding equations are

a) X =byx+ box? + bax®,
B) X =axx+ bix + bsx3.

These both cases are integrable. The corresponded first integrals are
in Appendix A.
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We calculated the normal form for resonances (1:2), (1:3), and (1:4) till
the terms of ninth, twelfth and fifteenth orders. For each case, we have
obtained the algebraic systems in the parametric space with three
equations for the each resonance.

These three equations for M = 2 are
ap(13agar b3 — 11b3 + a3b, (2642 + 43bs) + ag(2a3 — 29ayb3)) = 0,

ap(43628apay b3 + 9539265 — 4a3a b3 (8560947 + 47372bs) — a3 b3 (3490062 -+
932317bg) + 23§a1 by (4545487 + 52483942 by + 56431b2) + a4 b2 (3920647 + 190023942 by +
2097973b3) + a5(6508a — 56432a? by — 118724322 b2 — 85320063)) = 0,

5173440108apa; b3 + 955445018b3 + 3a3b5 (69832008947 — 9972352909b3) —
7a3a; b3 (174872846545 + 11316860901b3) + 12a3a; bs (9914334014} +
1701636601442 by + 26519945973b3) + 6a¢b3 (— 126760616947 + 690737497025 by +
33195427246b5) + a§b3 (104710557554 + 8677114524647 by — 281583701214a3 b5 —
445056171871b3) — 3ajay b3 (5877749745 + 1875456742047 by + 185085944446a5 b3+
149954547727b§) - 3a§b2(4530293423§ + 99540017138 by + 4393898039447 b3 —
82884194501312b§ — 94237137000b%) + a3 (—96473174a5 — 613820014 by+
2599226794243 b5 + 1770953206375 b3 + 1088658090003 b3) = 0.

(16)
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Case M =2

The all solutions of this algebraic system which were calculated by the
MATHEMATICA-11 solver at the resonant condition by — 2a§ for
M =2 are

Q

o
— ~— —

{ao — O,bg — 0},

{b2 — —apay, b3 — 0},

{bo — —3apay, bs — — 5, &},
{by — —3apar, bs - —§a},
{bo — 3agay, bs — af},

f) {ay — 0,b, — 0,b; — 0}.

The system (14) has 2 stationary points in addition to the origin. At all
sets of parameters above we checked the integrability condition at the
all other stationary points. At all cases except of d) eigenvalues are not
comparable. At case d) there are two additional resonant stationary
points with pure imagine eigenvalues. We check validity of the
condition A here till the 21th order of the normal form. So for cases a)
— f) the condition of Hypotheses are satisfied.

2]

(17)

csa
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The corresponding equations are

a) X:a1x5(+b3x3,

b) X = (ay+ a;x)x +2ap’x — apas x2,

c) X =(ap+ aix)x+2ap’x — $apaix? — j56a;2x%,
d) X = (ap + a1x))'( + 2302X — %8031X2 — %312X3,
e) X =(ag+ a;x)x + 2ay’x + 3apas x° + a1°x°,

f) )"(zao)'(+2a§x.

(18)

All of them are integrable. The first integrals are in the Appendix A.
The case a) corresponds to the nilpotent matrix of the linear part of
system (14) with zero eigenvalues and f) corresponds to a linear
system. a), d), f) are partial cases of 2.2.3-2. in the collection of the
solvable equations [Polyanin, Zaitsev 2003].
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Case M =3

The systems of equations which was created for the resonance (1:3)
with {b; — 333/4} is recorded in Appendix B.The corresponding
ODEs are

a) X=ajxx+ b3x3,

b') X =(ap+ aix)x + 2ay?x — 2apa1x2 + ax3,

¢) X =(ap+ arx)x+ Sap?x — Japaix? + ax’,

d) X =(a+aix)x+ 3apx — 3apaix? — 6/4922x°,

@

) X =(ap+ aix)x+ 3a®x — Lagarix® — 15/121a5x5,
f/) )"(:(a0+a1x))'(+%aozx—%aoa1x2—1/9a$x3,

g) X=(ap+aix)x+ 2ap®x + Japaix® + 3/8a5x5,

W) x=3/4ap®x + apy.

All these case are integrable. The first integral are in Appendix A.
Note, the number of solutions increases with the resonance order
because increases the equations degree. The cases a), a’) and f), h’)
are the same.
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Note, the cases d), f’) (and really at the higher resonances) are the
same. In a heuristic tradition we can suppose that by does not depend
on the resonance order, i.e. the parameter by in d) can be voluntary

X =(agp+aix)x + bix — §aoa1x - §a1 x°.
This case is exactly up to a multiplier the example 2.2.3-2.4 from book
[Polyanin, Zaitsev 2003] at a; — 3a, ag — b. It is indeed integrable at
voluntary by. The corresponding first integral is

a 3b
X(—3+/82+4b;+3a9+2a;x)—6y | " (Bapx—6( " +y)+2a1 x?)?
3(y/&+4b;+ag)x+2a1x2—6y Bapay x3—9apxy+a2 x* —3x2(2a y+3b ) +9y?
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Other example

We treated the degenerated system [Bruno, Edneral, Romanovski
2017]

dx/dt = —y3 — bx3y + ag x° + a; x2y2,
dy/dt = (1/b) x2y? + x° 4 by x*y + by x y3,

with five arbitrary real parameters b # 0, ay, ao, by, bo.
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With this technique, we found seven two-dimensional conditions at
which the system above is integrable

1)b1:0, 30:0,31:—b0b, b2752/3;
2)b1:—2a1, 80:a1b,b0:b1b, b27§2/3;
3) b4 :3/281, ag = a1 b,by = by b, b2#2/3;
4) b4 :8/331, a9 = a1 b,by = by b, b2 2/3;
5) b, :3/231, ap = (2bo+b(3a1 2b1) /3 b= 2/3;
6) by =6a; +2V6by, ay= (2by + b(3a; —2by))/3, b= /2/3;
7) by = —2/3 &y, 20ay + 2v/6a; + 4by + 3v6by =0,

3ap — 2b0 75 b(381 2b1) b= 2/3.

For each of these conditions, we found the first integral of motion.
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Conclusions

@ The hypothesis is proposed that local integrability in a
neighborhood of each point of some domain of the phase space
leads to the existence of the first integral in this domain.

@ This hypothesis allows to propose the algorithmic scheme for
searching integrable cases. This scheme is not limited to two
dimensions.

@ For the two-dimensional autonomous polynomial systems we
found several sets of parameters at which they have the first
integrals and, in this way solvable.
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