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The terms of the problem

* Technological progress produces more sophisticated digital sensors
(particle physics detectors, satellites, radio-telescopes, synchrotrons...)

* Much of science 1s therefore becoming increasingly “data-intensive”

* Huge amounts of data need to be analyzed by large and geographically
distributed scientific communities

* Consequently, single computers, clusters or supercomputers are not
powerful enough for the necessary calculations and the data processing

Result:

access to large facilities is difficult and
expensive for the scientific community,
particularly in less favored countries
=> increase of the “electronic divide”
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CERN: an example of data intensive science and a large
international facility

* CERN is building the Large Hadron Collider
(LHC) the most powerful instrument ever built
to investigate elementary particles physics

* Data Challenge:

— One Megabyte of data digitised for
each collision

— 10% collisions recorded each year =
10 Petabytes/year of data !!!

— LHC data correspond to about 20

i\llont élénb

million CDs each year! (4810 m)

* Simulation, reconstruction, analysis: LHC data
handling requires a computing power equivalent LR &
to ~100,000 of today's fastest PC processors! |

(10° mega; 10° giga; 10! tera; 10'° peta)
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Just a comparison...

6-8 Petabytes 5 times the
~10.000.000 CD-ROM Eiffel Tower
~1500 m
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Slide adapted from the Globus Alliance

IT progress: some facts

Network vs. computer
performance:

— Computer speed doubles every 18
months

— Network speed doubles every 9
months

1986 to 2000:

— Computers: 500 times faster

— Networks: 340000 times faster
2001 to 2010 (projected):

— Computers: 60 times faster

— Networks: 4000 times faster
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Bottom line: CPUs are fast enough; networks are very fast —
gotta make use of it!
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What 1s Grid computing?

* “Coordinated resource sharing and problem solving in
dynamic, multi-institutional virtual organizations” (I.Foster)

—Resources are controlled by their owners
—The Grid infrastructure provides access to collaborators
* A Virtual Organization is:

—People from different institutions working to solve a common
goal

—Sharing distributed processing and data resources
* Enabling People to Work Together on Challenging Projects
—Science, Engineering, Medicine, ...

—Public service, commerce too!



The Grid Paradigm

Supercomputer The Grid

Distributed supercomputer, based on
commodity PCs and fast Networks

Access to the great variety of resources
by a single pass — certificate

A possibility to manage distributed
data in a synchronous manner

A new commodity

Workstation
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Information Society
Technologies

What 1s EGEE?

Enabling Grid to E-sciencE

W,

!I.
( |

o

EGEE is funded by the European Union under con. ct -2003-508
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Complex Infrastructure

* Users want access to compute power and data
— With security, reliability, trust, ...
* This requires a complex infrastructure
— Registries
— Brokers
— Administration
— Policy
— Negotiation
— Etc.
* Users shouldn’t need to know the details
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Slide from Ian Foster’s ssdbm 03 keynote

Virtual Organizations
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Some architectural thoughts

Data location
server

User /L'\ ¢y T Storage
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Resource
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From Phase I to 11

 EGEE L April 2004

— Large scale deployment of EGEE infrastructure to  [tememmm
deliver production level Grid services with selected ’;f
number of applications RCLERE L

Enabling Grids for
E-science in Europe

* EGEE 1L April 2006

— Natural continuation of the project’s first phase

— Opening up to a larger user community
- increased multidisciplinary Grid infrastructure
—> more involvement from Industry
— Extending the Grid infrastructure world-w
- increased international collaboration
Enabling Grid to E-sciencE
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The Large Hadron Collider

http://www.cern.ch
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Applications

Medical and biomedical:
— Image processing (digital X-ray image analysis)
— Simulation for radiation therapy
— Protein folding
Chemistry
— Quantum
— Organic
— Polymer modelling

Climate studies rn %) f\y

Space sciences d
Physics: n
— High Energy and other accelerator physics
— Theoretical physics, lattice calculations of all sorts
— Neutrino physics
— Combustion
— Thermonuclear synthesis
Genomics
Material sciences

Computer algebra?
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Bio- medlcme ar)t)hcatlons

Bio-informatics

— Phylogenetics

— Search for primers

— Statistical genetics

— Bio-informatics web portal

— Parasitology

— Data-mining on DNA chips

— Geometrical protein comparison
Medical imaging

— MR image simulation

— Medical data and metadata
management

1 Query the medlcal 1mage database and retrleve a pa fient 1mage

Exam impge patignt kev| ACL .
Metadata G | Medical

I I ;
\images’

3. Retrieve most smnlar cases

Applications deployed | e
Applications tested ¥ s

B0 N

Similar imagfSi#

Applications under preparation

gl T g
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Bio-medicine applications

3.3 Heart Modeling

®* Objectives: modeling heart anatomy, dynamics and physiology for
heart image processing

bio-mecanical model
electrical model

very complex structure
biological scale out of range

| R e
WLl e e K
e e
T e R

S . Bioengineering research group, Aucldand
* Finite Element modeling

elements oriented in heart fibers direction: fine resolution

electrical propagation model based on bidomain theory
4D model (3D+T)

C’W GGF1 - DataGrid WP 10 - March 2001




MIPAS

Earth observation applications

=

ﬂr :f :‘::MACHY
ESA missions: conos Antenna
e about 100 Gbytes of data per RA-2 Antonna ‘, TS s
day (ERS 1/2) T, ([
e 500 Gbytes, for the ENVISAT ey -
mission (2002). o R Antenna

Asmimilated GOME totel ozone KNMI/ESA
30-11—-9% 12h =

Grid contribute to EO:

e enhance the ability to access high
level products

e allow reprocessing of large
historical archives

. > = e improve Earth science complex
EEEEDDEOCD OEEECD applications (data fusion, data

mining, modelling ...)
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Earth observation applications

Number crunching: interferomeftr
subsidence, DEM generation §

Pomona (Cal) subsidence velocity fields
40 ERS:I.IZ ||nng¢: (92-99), Ambiguity: 28 mm

GRID requirements:
* large data files (10+ GB)

* stages with intensive
processing

- science driven value udding

EC Fevigar — 01032002 = "WP9 - Eﬂ&tﬂbsmrmmﬂpphcmmm n* 5
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Grid Geography

orh) Morth
Pacific Ocaan PP

South’ : South
Pacific Otean = Atlantic Goean
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The Grid on This Monday
hittpeffgoc. grid. sinica. edu. bwfigstatf
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Grid for Computer Algebra

*  Which problems
— Many similar calculations

* Experimental Mathematics. Scanning
some domain in parameter space. For example searching
domains of integrability of an ODE system.

* Massive calculation of Feynman diagrams
* Which software we can use
— Batch calculations

— Statically compiled programs for testing
— GNU license
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1. Detailed scale.

Euler-Poisson’s System. Resonance 1:3. Deltaz
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Virtual Organization

* RDIG rather than EGEE

* The calg VO at Skobeltsyn Institute of Nuclear Physics
(MSU) & Joint Institute of Nuclear Research (Dubna)

* We have hardware now
— 124 processors x (1-4) GByte RAM
— 19.13 TByte mass storage
* Appropriate software
— CompHEP (SINP MSU)
— GINV (JINR)
— Singular
— LISP
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To know more about EGEE:

http://www.eu-egee.org




Questions?
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